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Introduction

This documenserves as a technical discussioritaf methodology used to process t20152019meteorological data
for AERMODIt focuses on those portions of the process that are adegcribedn the AERMET user guide,where the
instructions in the AERMET user guide were expanded Uaase topics include:

Data acquisition

Representivity analysis

Filling missing data

Use of AERMINUTE to processiihute wind data

Landuse analysis

Analysis of the expected chargja AERMOD predictiores a resulbf usingthe new meteorological data
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please refer to theAERMET user guide
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https://www.epa.gov/scram/meteorological-processors-and-accessory-programs#aermet

Data Acquisition

MeteorologicalDatac Hourly Surface

The20152019surface meteorological dataewe obtained from the National Climatic Data Center (NOQRCYheTD
3505, or Integrated Surfaddourly (ISH) dta, was chosen because it is the most comprehensive format avaitetiles
compatible with AERMEThis dataetwasdownloadedas compressed filéE NB Y (i K &nlinke filestrargfér
protocol (ftp)directory (2). A total of B surface observation stations in and around lomere extracted from the
compressed filesThe sites are listed iAppendix A, MeteorologicalObservation Statiotnformation

Meteorological Datag Upper Air

The20152019upper air data vere obtained fromthe onlineNational Oceanic and Atmospheric Association Earth
System Research LaboratNOAA/ESRRadiosonde Databag8). TheForcast Systems Laboratoriy$).format was
chosen because isthe only format available from this websitkat is compatible with AERMEThis dataetwas
obtained as a series of text fild3ata were obtained for a total of fowpper-air observationstations in and around
lowa(Davenport, IA; Lincoln, IL; MinneaigoIMN; and Omaha, NE)

Meteorological Datag 1-Minute Surface

The201520191-minute wind data vere obtained from theb / 5 /forflirde ftp directory(4). The tminute data are
divided into two dataset$5405 and 6406The 6405 dtasetcontains primarily wind datéb) whereasthe 6406 dataset
contains temperaturegdew point, precipitation and pressurg). The AERMINUTE preprocessmly uses the wind data,
so only the 646 dataset was downloadedhis dataetwas obtained as a series of text fildfie data is not available for
all locations Of the B surfaceobservationstations, Xminute data wasavailable andlownloaded for25 stations(as
indicated inTablel2in Appendix A; MeteorologicalObservation Statioinformation).

Land Cover Data

Land cover data @are obtained from theMulti-Resolution Land Characteristics (MRLC) ConsofiirAERSURFACE has
been updated to use the most recennld cover dataThe land cover data are from ti2®16National Land Cover

Dataset (NLCR016), and were obtained in BONFFormat to ensurecompatikility with the AERSURFACE preprocessor.

Locations and Elevations

There is some uncertainty regarding thecaracy of the location information provided withe Automated Surface
Observing Bstem(ASO¥Pdata. The location providedor many of the ASOS statiooan beoff by several hundred
meters or morg8) (9). This uncertaintynecessitatesise ofan alternate method for determining the actual location of
eachsite.

Online sources of aeridénagery such as Google Eaith0), Bing Mapg11)andthe lowa Geographic Map Sern@?)
were wsed to visually locate the instrument towelMost ASOS sites near major cities are easily identifiable because
these locations are generally covered by higholutionimages The taver is not as easily identifiable in lower
resolutionimages but the tower location at airports is consistently near the main runway{ss knowledge was useful
in deciphering which object in low selutionimagescould be the meteorological instrumetdwer. In a few cases, the
actuallocation was confirmed viphysicainspection of thesite. The locations of the uppeair sites were based on the
observed location of the rawinsonde balloon inflation shelter/radiotheodolite radome at eachTsigeshekr and
associated radome are easily identifiable in even-tesolutionimages Once each location was found visually, the
coordinates and elevation of that location were determined using Google Harthaerialmagesused to locateeach
site are shownin Appendix A; MeteorologicalObservation Statioinformation

The elevation above ground of the anemometer at each location was determined using the data available on the
blFrdA2ylf 2SIFG§KSNI {(BNBAOSQa o6b2{0 sSoarads



RepresentivityAnalysis

A representivity analysis was conducted in preparation for the processing of new meteorological data for use in the
AERMOD dispersion mod&he analysis was conducted to determine which surface and upper air measurement sites
should represent the various areabthe state, and was conducted prior to processing the data for AERMNOSUch,

the results of this analysis were also utilized as a guide when making decisions related to filling missing data.

As stated in the Guideline on Air Quality Mod@lse meteorological data used as input to a dispersion model should be
selected on the basis of spatial and climatological (temporal) representativeness as well as the ability of the individual
parameters selected to characterize the transport and dispersioditbr2 Yy & Ay G KS (14NSbrtherofe, O2 y
NELINBaSyidlriA@oSySaa KFra 0SSy RSTAYSR Fa alknfeddiaio Syd o
reflects the actual conditions in the same or different spicee domain taken on a scale appropréator a specific
I LILX A @B)idnfothef &ords, the goal ahe meteorological dataset used inmodelsuch as AERMOD is to provide a
statistically suitable sample of the range of meteorotadiconditions that could occwyithin the modeling domainand
the frequency with which they tend to occurhe representivity of meteorological dainfluenced by the following
(14)

1 Exposure of the instruments at the met@ogical monitoring site

1 Temporal proximity to the period being modeled

1 Geographic features and land cover in the vicinity of the meteorological monitoring site

9 Spatial proximity to the area being modeled

More detail on each of these items follows.

Instrument Exposure

Instrument exposure refers to the ability of the instruments to measure meteorological conditions without the influence
of manmade or natural obstruction.obstructions are present, they can influence the measurements of the
meteorologi@l monitoring siteFor example, a tree located a few dozen feet away from an instrument tower could alter
the speed and direction of the wind at the instrumemhese effectgnaybe useful in defining the microscale

atmospheric conditions in the immediatgcinity of the obstruction, but would be inappropriate if applied over an entire
modeling domainAny instrument affected by such loestale influences should not be used to develop meteorological
data for use in a dispersion model.

All surface statios used in the development of ti20152019AERMOD meteorological datgere either ASOS

(Automated Surface Observing SystemAWOSJAutomated Weather Observing Systerahd all are located at airports

in and around lowaAirport-based ASO&d AWOStations are purposely sited with good exposure so that they provide
accurate weather information for the aviation communityd A a adl 6 SR GKFG aUGKS b2{ 47
R20dzYSyd SR Ay (GKS CSRSNIft {4 y Rl NRwhenSiNdg{SOInE AVEOSHtHAsS 2 NI
(16). These standards include siting and exposure requirements that limit the effects of any obstructioinsh@20

feet of the anemomete(17). For these reasons was determined thainstrument exposure would not affect the
representativeness of any data obtained from airpbased ASO&hd AWOStations

Instrument exposure is not a concern with upper air data because the observations occur above the siulfaearh,
away from any bstructions that could affect them

Temporal Proximity

G/ 2yaS0dziA@S &8SIENBR FTNRY XSF NZ2HINNBRSKYNE INKEE RIANNRE RO 7
dispersion modeling analysé4). At the time that these data were obtainedD19was the most recentompleteyear
available Therefore the years20152019were used in the processing of the AERMOD meteorological datarsets.

data observed at all surfa@nd upper airstations wae considered temporally representative of all locations in lowa for
the purposes of this analysis.

Geographic Featured,and Coveand Spatial Proximity
An objective techniquesing wind roses as a surrogate foe effects of local geographic featuresdaland covewas
developed to determine the best meteorological déverepresent the various areas of the stafiéhe premise of this
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technique is that similar wind roses from different locations are an indication that both sites are influenced by similar
conditions attributable to the mesoscale flothe geographic featuresnd land cover in the vicinity of each observation
site.

When the wind fields observed at a significant number of sites are compared to one another, patterns emerge from the
data tha reveal clues about the geographic features and land cover at eaclrsitéistance, the wind direction at a

site that is located within a river valley may be aligned with the direction of the river valley instead of the predominant
wind directions seeit a nearby site that is not within the valleyimilarly, due to the higher surface roughness, the
average wind speed observed at a site surrounded by forests may be lower than the wind speed observed at a site
surrounded by grassland@aking thesexampges,a step further, the geographic features and land use that exist around
the measurement site will affect the shape and magnitudéefwind rose for that siteAssuming no differences in
overlyingmesoscaleonditionsand adequateinstrument exposureit can be concluded that two sites whose wind roses
are similareither have similar surrounding geographic features and land cover, or the geographic features and land
cover surrounding both sites have little eimilar effect In either case the meteorobical observations made at one site
would be considered representative of the other site.

CorrelatingObservationsbetweenDifferent Measurement Sites

Before the similarity of the wind roses can be determined it is first necessanllaxt data from darge enough number

of locationsto provide adequate horizontal resolutiaf the wind patternsin the state Ideally, there should be at least

one observation site in each area for which representativeness will be deterntitigdrically, representativesss has

been determined at the county level with the boundaries of the representative areas being defined by the county
borders Unfortunately, there is not a meteorological station located in every county in lowa, so the focus was placed or
finding the lagest number of sites where data agellected in as similar a fashion as possiblds provided a

reasonably large sample while alstinimizingbiasescaused bysitingor data collection difference\SOS and AWOS

sites are conveniently similam both data availability and siting criteridherefore, vind roses were created for a totaf

93 ASOS and AWOS sitesinand around biméiaA y 3 ¢ NA YA G& [/ 2y adzZ GHBEIaQ . w9 9 %9

To avoid introducing biases, all wind resgere created from the raw ISH data for each site without filling gaps with
data from surrounding location3.he wind roses were created using the joint frequency distribution of the wind data at
each locationTablel depicts anexample of wind rose joint frequency data for one locatidbhe wind directions are
shown along the vertical axis and the wind speeds (knots) along the horizontaltexigalues shown within the body of
the table are the percentages of time that the wiwas observed for each combination of wind direction and speed at
that location.The similarity of each pair of wind roses was determined by calculating the correlation coefficient of the
joint frequency data outlined in red from the corresponding tabledach siteA higher correlation indicates the wind
roses are more similar in both shape and magnitude (frequency of wind direction and wind speed), whereas a lower
correlation indicates they are more dissimilar.



Tablel. ExampleJoint Frequency Table of wind direction and wind speed

Dir\ Spd X oly|l X ¢ 1| X wmn X mc X HM > 21 knots Total
0.0 0.11% 0.53% 1.37% 0.83% 0.12% 0.03% 2.98%
10.0 0.08% 0.50% 0.99% 0.47% 0.05% 0.01% 2.10%
20.0 0.06% 0.41% 1.04% 0.59% 0.17% 0.08% 2.34%
30.0 0.09% 0.31% 0.91% 0.46% 0.13% 0.07% 1.96%
40.0 0.09% 0.35% 0.79% 0.47% 0.09% 0.02% 1.81%
50.0 0.07% 0.30% 0.61% 0.30% 0.08% 0.03% 1.40%
60.0 0.08% 0.22% 0.54% 0.25% 0.07% 0.03% 1.19%
70.0 0.05% 0.28% 0.50% 0.24% 0.05% 0.02% 1.14%
80.0 0.05% 0.23% 0.51% 0.23% 0.06% 0.01% 1.08%
90.0 0.05% 0.23% 0.58% 0.22% 0.05% 0.03% 1.16%
100.0 0.05% 0.21% 0.60% 0.26% 0.05% 0.01% 1.19%
110.0 0.05% 0.30% 0.67% 0.46% 0.06% 0.01% 1.56%
120.0 0.08% 0.34% 0.97% 0.48% 0.10% 0.04% 2.01%
130.0 0.12% 0.63% 1.54% 0.76% 0.17% 0.02% 3.25%
140.0 0.10% 0.56% 1.55% 0.96% 0.17% 0.04% 3.38%
150.0 0.11% 0.42% 1.74% 1.48% 0.28% 0.04% 4.06%
160.0 0.08% 0.32% 1.61% 1.73% 0.41% 0.06% 4.21%
170.0 0.08% 0.29% 1.61% 1.71% 0.42% 0.08% 4.19%
180.0 0.07% 0.37% 1.95% 1.82% 0.55% 0.17% 4.93%
190.0 0.09% 0.40% 1.67% 1.48% 0.4%% 0.16% 4.24%
200.0 0.08% 0.37% 1.41% 0.93% 0.34% 0.08% 3.22%
210.0 0.06% 0.33% 1.29% 0.69% 0.16% 0.02% 2.54%
220.0 0.08% 0.29% 0.94% 0.57% 0.15% 0.04% 2.07%
230.0 0.07% 0.27% 0.97% 0.53% 0.09% 0.03% 1.96%
240.0 0.07% 0.23% 0.76% 0.30% 0.10% 0.04% 1.49%
250.0 0.06% 0.27% 0.68% 0.29% 0.07% 0.03% 1.41%
260.0 0.05% 0.25% 0.77% 0.33% 0.10% 0.08% 1.57%
270.0 0.03% 0.23% 0.89% 0.50% 0.13% 0.07% 1.84%
280.0 0.05% 0.23% 0.90% 0.59% 0.21% 0.08% 2.07%
290.0 0.05% 0.35% 1.03% 0.65% 0.22% 0.08% 2.38%
300.0 0.07% 0.42% 0.86% 0.59% 0.17% 0.05% 2.16%
310.0 0.09% 0.44% 1.40% 0.93% 0.36% 0.13% 3.35%
320.0 0.08% 0.60% 1.68% 1.14% 0.49% 0.16% 4.14%
330.0 0.05% 0.42% 1.56% 1.52% 0.75% 0.31% 4.62%
340.0 0.10% 0.50% 1.27% 1.17% 0.36% 0.10% 3.49%
350.0 0.11% 0.50% 1.36% 1.12% 0.28% 0.07% 3.45%
Total 2.65% 12.90% 39.52% 27.04% 7.48% 2.33% 91.92%
Calms 5.52%
Missing 2.56%
Total 100%




For example, the wind rosérom Charles City, IAigurel) and Oelwein, I1AHgure2) are very similgrand have a
correlation coefficient of 0.33.

N N
Wind Speed ’ g ‘ Wind Speed
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Figurel. Wind Rose for Charles City, 1A (KCCY) Figure2. Wind Rose for Oelwein, 1A (KOLZ)

On the other hand, te wind rossfrom Omaha, NB<jgure3) and Boscobel, WFi{gure4) are very dissimilaand have a
correlation coefficient of 0.86.

"= N
Wind Speed , e e 5 Wind Speed
(m/s) S (m/s)
17.60 (2.1%) 13.40 (0.0%)
{ \ 10.80 (0.4%)
c ‘a

Wi : E 10.80 (6.8%) 8.23 (5.7%)
\ 8.23 (24.5%)

5.14 (25.9%)
5.14 (39.0%)

3.09 (17.1%)
3.09 (13.8%)

1.54 (5.4%) _ 1.54 (9.7%)

Calm->% 0,00 (7.0%) i calim->® 0.00 (31.2%)

S
Figure3. Wind Rose for Omaha, NE (KOMA) Figure4. Wind Rose for Boscobel, WI (KOVS)

Generally, correlation coefficients of 0.9 or higher were observed when two wind roses/amgreimilar and 0.8 or
higher whenonly mild differences were observed between two wind rosBse differences between wind roses became
more evident when the correlation coefficient was less than Bd@.thesereasors, 0.9and 0.8 werechosen as
thresholdsto indicate ideabnd goodsimilarity, respectively These criteria were then used as a &lase for the

remainder of this analysis.

Determiningthe Effect of Separation Distance on Representivity

To account for spatial proximity, a distareeighted scaling factowas appliedo the wind correlation coefficient.

Doing so serves to account fibre potential differences caused purely by the distance between two points in the
overlying mesoscale conditions, such as temperature, pressure, and cloud A®@rsitivity analysis was conducted to
evaluate the effecof separation distance on meteomjical variablesThis analysis waompleted using the 2063009
dataset which was the most recent readily available dataset. This analysis is still valid therefore it was no redone with
the 20162014 dataset.



Nineteen ASOS sites across lowa and surrimgnstates were used: Ames, Burlington, Cedar RaP@sgenport, Des
Moines,Dubuque, Estherville, lowa City, La Crd¥88, LamoniMarshalltown,Mason CityMoline (IL) OmahaNE)
Ottumwa, Sioux City, Sioux F&#®) Spenceand WaterlooHourly tenperature, pressure and cloud cover

observations fronthe existing 2002009datasetwasused Using tlesedata allowed the sensitivity analysis to be
conducted prior to the processing of ti29152019data for which the results would be usebemperature pressure

and cloud cover were chosen because thosethegrimary meteorological variables used in dispersion modeling (other
than wind speed and direction)Vind datawas not inaided because it can leffected bylocalized terrain influences

and is aleady considered in the wind correlation analysis described above

First, he distancebetween each pair of meteorological sites was determiriéelxt, thecorrelation betweerthe hourly
data at each pair of meteorological sites wakakatedfor each of he three variablegtemperature, pressure, and
cloud cover)Finally, thecorrelatiors of the three variables for each pair of meteorological swese averaged resulting
in a single correlation between each pair of sitéigure5 shows how the average correlation varies with distance.

Average Correlation for All Sites
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Figure5. Average Correlation for All Nineteen Meteorological Sites

As expected, the average correlation decreases with distdticexpectedlythere were severalsite correlations (circled
above) that appeardto be outliers. After further investigating the outliers, it wasvealed that each includees
Moines as one of the sites. Teterminewhat was causing the discrepancy each variable was plotted individually as
shown inFigure6.



Temperature, Pressure and Cloud Cover Correlation for All Sites
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Figure6. Temperature, Pressure and Cloud Cover Correlation

The temperature and pressummrrelationare plotted on the left and the cloud coveorrelationis plotted on the right.
The cloud cover has the same distigroup of outliers agigureb.

TheDes Moines cloud covelata were analyzed to determine the source of twrelationanomaly AERMET breaks
cloud cover into tenthsThe numbers are basediakycoverage no cloud coverage (@)total cloud coverage (10).
Table2 shows the hourly breakdown of the Des Moines cloud cover fro@b-2009,

Table2. Des Moines Cloud Cover Count

Sky Coverage (tent) Number ofHours
0 9,580
1 0
2 28
3 6,077
4 19
5 4,303
6 0
7 35
8 1,135
9 5,404

10 17,243

The same methowvasperformedfor the Ames and La Croséé/l) stations Ames was analyzed because it is the closest
site to Des Moineandtherefore stould have the most similar cloud covéa Cross@/NI)was analyzed because it had
the lowest cloud cover correlation with Des Moin&ke hourly cloud cover breakdown for both sites is liste@iahle3.
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Table3. Ames and La Crosse, WI Cloud Cover Count

Sky Coverage (tenths) Number ofHours- Ames Number ofHours- La Crosse
0 22,573 22,058
1 0 0
2 0 5
3 4,183 2,192
4 0 6
5 1,966 1,539
6 0 0
7 0 5
8 53 0
9 3,209 3,017
10 11,840 15,002

In mmparing the Des Moines breakdown to the other two sites it is cldattDes Moines is reporting greateumbers

of cloudy hours and fewer clear hours th@&mes and La Crosg@/l). The Des Moines National Weather Service Office
(19)was contactedand providedan explanationfor this observationThe Des Moines Internationalrport records

cloud cover above 12,000 feet due to its classification and contract withetier&l Aviation Administration (FAA)The
Des Moines National Wé@er Service confirmed that alif the other 18 meteorologicasites used in thisepresentivity
analysis do not report clouds above 12,000 féeho clouds are detected below 12,000 feet the hour is reported as
clear,which translatsinto a zerdfor cloud cover even if highesltitude clouds were presenfo ensure that this was
indeed the reason for the group of outliethe Des Moines cloud cover datas adjusted by changing all naaro

cloud cover observatiorsbove 12,000 feet into zero$he revised data was there-processed through ABRET . Table

4 is the Des Moines cloud cover results with clear skies above 12,000 feet.

Table4. Des Moines Clear Skies above 12,000 Feet
Sky Coverage (tenths) Number of Hours

0 17,604
0
28
6,076
19
4,300
0
11
607
1,976
13,203

OO NP WIN|PF

[N
o

Figure7 and Figure8 shows how the cloud cover correlation changed with the removalmfdy skiesbovel2,000 feet
in the Des Moinesneteorological data
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Cloud Cover Correlation
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Figure7. Original Cloud Cover Correlation
Corrected Cloud Cover Correlation
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Figure8. Corrected Cloud Cover Correlation
Replacing cloudy skiggth sunny skies for cloud covabovel2,000 feet removed the outlier group; concluding that

this discrepancy in ASOS reporting is the cadseng theadjustedcloud cover correlatiosthe average correlation for
all sites is replotted in Figure9.
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Corrected Average Correlation for All Sites
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Figure9. Adjusted Averaged Correlation

However to find a distance cutoff the Des Moines data was excluded due to the discrepancy stated SiboecEPA
does not have guidance on this reporting difference, the cloud cover above 12,000 feebtwemoved from the Des
Moines dataAsshown previouslyn Figure5 this difference does affect the overall correlation and in order to get the
correct distance cutoff the Des Moines data was remoffgdurel0).

Average Correlation for All Sites Except Des Moines
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FigurelO. Average Correlation without Des Moines Data

Removing the Des Moines data eliminates thelier groupand produces near perfect correlation between distance
and cloud covern this analysis a 0.8 correian is considered the minimum good fit correlatidssing the best fit

Slidzr A2y | YR & dzdt defeinisl thaf @metedrglogidalsite) cdull beXseparated from the application
site byup to 284 km beforehis correlationcoefficient fallsoelow 0.8.

The relationship betweenorrelationand separation distance was then converted into a function that could be used to
apply a distancaveighted scaling factor to each wind correlation coefficidiitis function was developed in such a way
that the resulting scaling factor would not modify the wind correlation coefficient when there was no separation error,
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and would reduce the wind correlation coefficient between two perfectly correlated Hitetsare separated byp to
284 kmto the minimum orrelation considered a good fit (0.8)

This wasaccomplished usingquationl.:

Equationl
0 p 0z0O
Where:Q= Distanceweighted scaling factor
= Mesoscale coefficient
D= Distance (km)

The mesoscale coefficient is derived from the datgigurel0 usingEquation2:

Equation2

p Y
(@)

Where:Ruin = Minimum desired correlation
Dvax= Maximumdistance (km) at whichyRis met

Substituting0.8 for Run, and 284 km for fxresults in M = 0.00070422%hus Equationl becomes:
Equation3
0 p TBIMNYXMEGOCU

Applyingequation3 to the correlation coefficients of every pair of wind roses results in a distasighted correlation
coefficient.Using two pefectly correlated ¢orrelation coefficient 1.0) wind roses as an example

9 If the wind reses are from collocated sites D), Equation3 becomes:
Q = 1¢ (0.0007042250) = 1¢0 =10

The correlation coefficien(tl.0)for the two identical wind roses from collocated sites would be multiplied,by 1
and therefore remain perfectly correlated (1.0).

9 If the wind roses are from sites separated284 kilometers D =284), Equation3 becomes:
Q =1¢(0.000704225* 2840 €0.2w 0.8
The correlation coefficien(tl.0)for the two identical wind roses from sites separated by a distan@36f
kilometers would be multiplied by 0.&nd therefore be reduced to the minimum correlation previously defined

as beng a good fit (0.8).

A distanceweighting factor was calculated as described above for every possible combination of measurement sites,
and then applied to the corresponding correlation coefficigotsthose combinations

14



Selection oAERMODMeteorological Stes
For various@asons, only a portion of the3&ites for which wind roses were created could be used to process data for
use in AERMODhe following factors were considered when determining which of the sites would be further analyzed
for use n the model:

i Existence of concurrentrinute data.

1 Fulfillment of the 90% data completeness criterion.

9 Correlation of the wind roses.

Of the B sites,21 were chosen for processifgeeTableb). These includéhree sitesnot usad in the2010-2014dataset
(Blair, NE; Decorah, IA; and Fort Dodge, IA). The addition of thessigitidEantly improvethe coverage of
representativemeteorological dataOne site from the 201:2014 dataset has been removéda CrosseWVl). Previously
this site wasused in the upper Mississippi River Vall8he DNR has sindetermined that this site is not representative
of many sectionsf the river valley and has decided not to process it for use in the malélut three of the chosen
siteshawe 1-minute data availableorthose threesites, sukhourly ASOSvind data wasbtained from thelowa
Environmental MesonetEM). This data waprocessed manually to replicatee average wind conditions for each hour
that would have been produced hadminute data been available

The data for Decorah did not meet the 90% completeness criterion during the third quarter of 2015 (~82%) and the thir
guarter of 2016 (~86%).heEPARegion 7 office approved the use of this data set because it is more rapedse of

the farnortheast corner of the state than any of the alternatives that meet the 90% criterion. The expectation being that
the lowa DNR would fill in the missing data using-isabrly data from the Decorah site obiteed from the IEM.

Table5. The 21 Surface Stations Used to Process Data for AERMOD

Station Call Sign
Ames, |IA KAMW
Blair, NE KBTA
Burlington, IA KBRL
Cedar Rapids, 1A KCID
Davenport, 1A KDVN
Decorah, IA KDEH
Des Moines, IA KDSM
Dubuque, IA KDBQ
Estheville, IA KEST
Fort Dodge, IA KFOD
lowa City, 1A KIOW
Lamoni, 1A KLWD
Marshalltown, IA KMIW
Mason City, IA KMCW
Moline, IL KMLI
Omaha, NE KOMA
Ottumwa, IA KOTM
Sioux City, 1A KSUX
Sioux Falls, SD KFSD
Spencer, IA KSPW
Waterloo, 1A KALO
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Determination of the Areas Represented by Each Meteorological Site
The final step in the process was to use the distameghted correlation coefficients to determine those portions of
the state for which each meteorological station listedaible5 is representativeTraditionally, county borders have

been used as convenient boundaries that can be easily referenced to determine which meteorological dataset to use fc

various areas of the statéloweverresearchconducted by the lowa BRshows that there arareas of the state where
meteorological representivity may vary within a county, specifically: areas affected by portions of the Magsouri
Mississippi River valleySigure3 provides an example of such area.

The Omaha, NE meteorological measurement site is located within the Missouri Riverlisalieyd rose is most

correlated with the wind rose from Tekamah, NE, which is also located in the Missouri River valley approximately 50 kr

N-NW of the Omédna, NE sitebutit is far less correlated with the wind rose from Council Bluffs, 1A, which is localgd
8 km to the east ofhe Omaha, NE sitdut is situatedon the bluff above the Missouri River vall@his is an obvious
indication that the Missou River valley effestthe overlying mesoscale flow along this stretch of the rigemilar
effects can be seen along the remainder of the Missouri River valley bordering lowa, and along the stretch of the
Mississippi River vallaypstream from Moline,LL

In order to determine if a meteorological siinfluenced by a river valley, an analysis was performed todind
objectivemethodfor determining when a sités influenced byriver valleyvterrain. The wind patterns are quantified using
a diurnal temperature in order to calculate an index value fargwind directionAnindex valueof 0.0023 was used as
a cutoff Only siteswith a terrain index viaie above this cutoffire consideredo be influenced byriver valleyterrain.

This index valueutoff corresponds to a valley depth of 60 metéos greatel). The60-meter depth thresholdis used to
identify the portions of the Mississippi and MissouridRivallethat are influenced by river valley terrai@ounties in
lowa affected by river valleyind channeling were subdivided into a portion of the county represented by a valley site
and the remaining portion represented by a nealley site.

In order to determine which areas of the state would be represented by each meteorological site the digtigteed
O2NNBfFiA2y O2STFAOASY (G RI G ¢ SNRO). Wshyddiprogrgimi &gribvas RSy
placed across the entire state with grid nodes in the center of each coBusfer was then used to calculate the
distanceweightedcorrelation coefficient at each grid point for each meteorological site listddbleb.

In mostcases, lhe meteorological site with the highedistanceweightedcorrelation coefficient at each grid point was
then assigned as the @st representative site for thatounty.In some caseshere were two or more meteorological
sites that were estimatedat be similarly representativ&Vhen this occurrethe chosen site wasften the location that
would preventa meteorological site from representing multiple roantiguous areas of the stat&éhe resulting
representative areas are depictedkigurell.
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* Represents areas within the river valley only (border defined by the edge of the flood plain).
Figurell Representative Areas for the 20152019 AERMOD Meteorological Dataset

For those counties that were subdivided into valley and waley areasthe edge of the flood plain defines the border
of the corresponding representative areeor areas on the map where the county is subdivided, a modeling analysis
with sources located within the floodplain would use the meteorological data from the subdivision representing the
river valley in that aresgnd an analysis with sources located anywhere other than the floodplain would use the
meteorological data from the subdivision representing the remainder of the coiiig/abrupt increase in elevation
adjacent to the floodplaimised to define the boundargan bedeterminedby inspecting topographic maps of the area.

A major change from the 2012014 dataset is the removal of the La Cro3&tdata for the Upper Mississippi River
Valley.The meteorological conditions in this stretch of the river are higiflyenced by the orientation of the valley at
any specific locatioras can be seen in the wind data for La Crog#end Prairie Du ChiefwWl. As such, the DNR has
determined that the La Cross@/ldata is not representative of many sections of thdesalln addition, there are only a
small number of facilities located in théection of the valleyFor these reasorthe DNR has decided to treat projects in
portions of the Mississippi River Valley north of Clinton County on a ebg&ase basis. Applants located in this
section of the Mississippi River Valley should contact the DNR for guidance prior to conducting modeling.

In Muscatine County, the two highesbrrelated sites were lowa City (0.91) and Davenport (0.88). The majority of
modeling condcted in thecounty occurs in the Phtand SQ@SIP areagjenerallylocated on thesoutheastern edge of
the county). When the distanceveighted correlation coefficients are calculated based on the location of the SIP areas

L In some cases, it may be appropriate for applicants in this area of the State to conservatively estimate model resuliseby usi

large sample of less representative data. The DNR evaluated model results for multiple facilities located within the sgipsipMi

River valley using data from all 202014 meteorological data sites. The highest ranked results were captured using data from a
combination meteorological sites nearest to the upper Mississippi River valley (excluding La Crosse, WI). Thtwedareydeling
projects that are evaluated using all seven sites in the 2208 data set nearest to the valley (KALO, KCID, KDBQ, KDEH, KDVN,
KIOW, and KMLI) would be expected to produce a conservative estimate. Use of the meteorological data inghmndanot be
O2yFTdzaSR GAGK ANBLINBaSylAgAGeadeé LT Fy | LIIINBFOK f AlaandKat & A
a representative result. Any conservative approach may result in permit limits that are more strihgarwould otherwise be

required if representative data were used. However, there may be projects where a conservative estimate is acceptable to the
applicant and thus the DNR is providing this as one possible approach to conducting a modeling atfaily siseiz
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they become 0.89 for both the Wwa City and Davenport data. In this case, Davenport was chosen as the representative

site because a thorough representivity analysis has already been conducted as part of several modeling analyses
conducted in Muscatine.

The distanceveighted correlatiorcoefficientof the chosen representative site for each area is depictddgarel2.
Areaswhere thedistanceweighted correlatioris 0.9 orgreater are shaded in blué\reaswhere thedistanceweighted
correlationis 0.8 or greagr, but less than 0.9 are shaded in greAreas where thelistance weighted correlatiois less
than 0.8 are not shaded'hered dots represent the vallelpased meteorological stations used to represent the portions
of the Missouri and Mississippi Rivalleys where the wind patterns are significantly affectedhmse valleysand the
black dots represent theemainingmeteorologicaktations

Sioux Falls

Estherville

M CHEROKEE

Blair @

Moline

Figurel2. DistanceWeighted Correlation of Chosen Representative Sites

As shown byhe map, @proximately 8% of the state isepresented by a meteotogical station that igitherideallyor
well correlated (distancaveighted correlation coefficiergreater than0.9or 0.8 respectively. Only about?% is
represented by lessorrelatedmeteorological stationsThis ismainly due toa lack of data itheseareas of the state.

The representativeness of the upper air data was determined purely based on spatial proximity because the
measurements are taken above the surface where local iggnc features and land cover do not have an effébe

two nearestupper airsites are @aha, NE and Davenport, [Fhese data were applied to roughly the half of the state
each is nearest tol'he surface data frodAMW, KBTA, KDSM, KEST, KKBEDKIWD, KMCW, KOMKSPWand
KSUXvere paired with the Omaha upper air dai&he surface data from KALKBRL, KCID, KDBQ, KDEH, KDVN, KIOW,
KMIW,KMLI, andKOTM were paired witthe Davenport upper air data.

It should be noted that thisepresentivityanalysisis intended to provide a guide for general representivity ofilye

meteorological data assigned to each area of the state by this analysis is only representative to the extent that no local
features would significantly alter the meteorological corais in the area where it is to be applied.
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Filing Missing Surface Data

Surface data were only filled for the21 meteorological stationshosen during the representivity analyflisted inTable
5). An Excel spreadsheebnsistihgof a series oéEmbeddedprograms was used to fill all missing surface dates
programwas developed #house and is called AERFILL.

TheAERFILprogram fills missin@ I G dzaAy3 GKS NBO2YYSYRIGA2Yy&a Ay dat NBC
b2{ aSGS2NRt23AO0Ff 5F4F F2NJ!aS Ay wS3dz | {2 @), aidA NJ v dz
qualityassure§QA)theresultsF 2 f f 2 6 Ay 3 (G KS NBO2YYSYyRIGAZ2Y&a Ay 9t! Qa ¢
RedzZ 2 NE a2z2RSt Ay3 (RANMichobtheldatfilfirg svas Ref@rded &uybinatically by AERFILL.
Longer, or more problematic gaps, and mqgstlity assuranceelated decisionsvere addressed manually.

The datawere filledusing variousechniques, ranging from simple interpolations or persistence, to complicated spatially
and temporallyweighted averages based on surroundimgteorologicalstations.In manyinstances the data vere

filled basedon the application of meteorological principles and technigu€mmentswereincluded in the file

indicating what method was used (one comment for each time the data were editeelyesults of the representivity
analysis were used to determine which alternate sourcdaté was most likely to provide the best fdenerallydata

from the most representativetation was available and was determined to be appropriditthe data from the most
representative neighboring station did not appear to fit or was also misdiegiata fromthe next most representative
station wasevaluated This process continued down the hierarchy of most representatatéoas until acceptable data

was found.

After the data were completely filled QAprocedure was excuted All QA flags wie reviewed for relevance and
importance.ln most cases the flags did not signify inaccurate data, just extremes dathalue to the applicable
weatherconditions The more questionable data were credsecked with other sources of information includimge or
more of the following:

The raw ISH data for the station in question.

ASOS data from th&M(23)for the station in question.

The raw ISH data for neighboring stations.

ASOS data from the IEM for neighboring stations.

AWGCS/RWIgRoad Weather Information Systentata from the IEM for neighboring stations.

Weather Underground Past Data

lowa Mesonet Time Macghe

=8 =8 =4 =8 =8 -4 -4

If the data appeared to be meteorologically impossible or improbable, and could not be correlatetthevitross

referenced sourcesdt was adjusted using dafiling schemes similar to those used to fill missing dataexample of

this would beif the station pressure for five consecutive hours was 980.0 mb, 980.1 mb, 915.5 mb, 980.3 mb and 980.5
mb. In this case, it islearthat the third valueis invalid, and would have beeeplacel with a value of 980.2 mb.

If the data seemed to be meteorolmgllyreasonable or correlated with the crosgeferenced sources, it was not
modified. An example of this would be the occurrence of a cold fréntold frontcould cause a rapid shift pressure,
temperature wind and cloud cover, all of which woul&b F f | 3 3 S R QArdutine, ®werCthoudhi® datawere
valid.

After the QA was complete theath were exported from AERFILL in the format of an AERMET QA input file, ready to be
merged with the iIminute and upper air data.
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Filing Missing Upper AiData

Missing upper air data can cause an ungezdiction bias in AERMQODHs effect and procedures for fillinguissing

upper airdatal NB 2dzif AYSR Ay GKS R20dzySyid da&! (24)Slepraceurds2 NJ CA f
described in that document wenased o fill the missing data.

The raw datafrom four sites(Davenport, IA; Lincoln, IL; Minneapolis, MN; and Omaha, NE)psaressed using
AERMETTheoutput from AERMEWas then imported into Excel and sortedarder to create a list of available morning
soundings at each locatioRvening soundings are natirrentlyused by AERMET, and were therefore not evaluated.
The morning sounding inventory is summarized able6.

Table6. Morning Sounding Inventory

Station Available Morning Soundings Percentage
Davenport, IA 1,810 99.1%
Lincoln, IL 1,818 99.6%
Minneapolis, MN 1,801 98.6%
Omaha, NE 1,807 99.0%

Using this informationthe raw datawere edited to fillin the missingmorning sounding Only data fronthe two
nearest sites (Davenport and Omah&re used to process data for AERMOD, so only thoseverfilled. In cases
where the data frononly one of these locations was missing, the corresponding simgniiom the other location was
used to fill in the gapThere wereno instances whee the sounding was missing froboth Davenport and Omaha

These edited data were then reprocessed with AERMET to produce the files necessary to be merged with the surface
and Eminute data.
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1-Minute Data AERMINUTE)

The latest version of AERMINUaMVilable at the time of processiidated15272 was used to process theminute
data for each of thed.8 meteorological stations processed for use in AERMIBB I-minute wind data was obtained
from the N 5 / ofdliée ftp directory(4)in the 6405 formatwhich is compatible wittthe AERMINUTRrogram The
downloaded data consists of tefites; each text file contains data for one statiomonth.

The minute wind data consist afrunning 2minute average that are reported every minuteestchASOS statiorf.he
archivedl-minute winddatacontained in the downloaded text fildsom the NCD@vere used to calculatéhe hourly
average wind speed ardirection, whichcouldthen be used to supplement the standard archive of hourly observed
windsin the surface datg reducing the number of calms, variable windad missing data.

The AERMINUTE preprocessor requires the user to indleatgart and ed month and year of the data being
processed as well as whether or not the station is part of the Ice Free Winds (IFW)redpW group refers to ASOS
sites that use sonic anemometers instead of cup and vane anemometers to measurelitimelstationis part of the
IFW group during the data period being processed by AERMINUTE, thHéWthestallatiordate must be entered into
the program.The website indicated in section 3.1.2 of the AERMINUTE user(@&ideas usedo determine if the
stationswere part of the IFW groupra their respective installation dates

AERMINUTE gives an option to include data files of standard NWS observations in order to comparajtiaityon
controlled Eminute winds against the quality canlled standard observation3he raw ISH data for each of the
eighteenstations being processed was included in the AERMINUTE input file for comparison with each of these station
1cminute raw data files.

The combination of the above described data wasgessed bAERMINUTE® producethe necessary output filéor
merging with the filled and edited surface and upper air data.

Three sites (Blair, NE (KBTA); Decorah (KDEH), and Fort Dodge (KFOD)) do noirhagealata available. The

methods used by ABMINUTE to determine the hourly average wind speed and direction was reproduced within a series
of spreadsheets. Sdtourly data from the IEM was then input into these spreadsheets and were used to replicate the
average wind conditions for each hour thadwd have been produced hadniinute data been availablélso, January

of 2018 for the Omaha, NE (KOMA) site did not haweriute data available, therefore sthimurly data was used.

Even after processing the siiourly data for KBTA, KDEH and KFOD thigs contained far more calms than any of
the other data sets. The Decorah data contained 9% calms, Fort Dodge 6%, and Blair 3%. For comparison, after
processing the -minute data, the average amount of calms in all of the other data sets was 0.4%witlighest being
1%. Initial sensitivity tests indicated that the higher number of calms at the sites withmurtdte data would create a
bias towards low predictions.

Based on this information it seemed prudent to decrease the number of calms in thesedatasetsEachcalmhour

within one hour of a noftalm record at these three sites was filled using a wind speed of 1 m/s and the same wind
direction as the nearestne® | f ¥ K2 dzNX» ¢ KA A YSUOK2R 2F FAffAy3 00004 Ya A
meteorological data sets (prior to the availability eminute data). After this was accomplished the average percentage
of calms for these three sites was reduced from 6% to 2%, with the highest percentage for any one year being 3%
(Decorah). This still higher than the sites withrhinute data, but updated sensitivity tests show that this change
eliminates the bias towards low predictions.

The method used to fill calms is similar to the way calms used to be treated before calms processieg rweie

developed. SF2NB OF fYa LINRPOS&daaAy3dx | aOlfYé o614 RSFAYSR | 3
that was equal to the previous houFhis method produced conservative estimates and avoided division by zero in the
dispersion guations of earlier modelsSince then, calms processing routines have been built into the models to modify
the averages during periods in which calms are predsitiing all calms that occur within one hour of a Fzaim hour is

a hybrid of the two techigues.In other words, calms are filled via persistence to a certain extent, but left intact for the
calms processing routines to handle during longer periods.
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LandUse Analysis

The latest version of AERSURFAIGEd 19191 was used to conduct the landauanalysigor each meteorological site.
This version of AERSURFACE uses the 2016 land use, tree canopy and impervious surfatele datadata were
processed in accordance with the guidance available in the AERSURFACE u$@); gualadditional levels of detail

were added to this stage of processifdnese includeefinementsto the snow coverand surface moisture condition
estimates.

Snow Cover and Surface Moisture Conditin
The AERSURFACE preprocessormesjtiie user to indicate whether or not the site experiences continuous snow cover

during the winter months, and if the arexperiencedelow normal, above normal or averagerface moisture
conditions

Daily snow cover maps froMCDGvere analyzed fothe entire20152019period (26). An exampleof a daily snow
cover map is depicted iRigurel3.

@ Chart aun Jan 20 Z01§
Figurel3. Example Daily Snow Cover Map

For each day of the period, a detemation of whether or not snow cover was present at easkteorological station

was made based on visual estimates of the proximity of snow cover shown on the mapstatibiesbeing processed.
These data were then combined to determine which monthshefytearshould be considered as having continuous

snow cover at eachtation. Continuous snow cover was assumeddach month during which there was snow cover

during at least half of the days in that month atthat site I NJ SR 0 & ( KSsTaberiTateN). & - € Ay (

To determine the relative surface moisture conditions during each month of the perimthhy climatological

divisional precifgation rank maps were analyz€@7). An exampleof a monthly climatological divisional precipitation
rank map is depicted iRigurel4.
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Divisional Precipitation Ranks
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Figurel4. Example Monthly Climatological Divisional Precipitation Rank Map
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The surface moisture condition can be determined by comparing precipitation for the period of data to
be processed to the 3@ar climatological record, s&€ei A y3 a6SiGé¢ O2yRAGAZ2YE AT LI

upper 30tALISNOSY At S aRNEE O2y RA (A AYSANIOSH GLINBSCA LINYRE (GA- 20
conditions if precipitation is in the middle 4€tkrcentile.

Dry conditions are represented in Tableable7-Tablell with orangeshaded cells, wet conditions are represented with
blue-shaded cells and average conditions are not shaded.
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Table7. Snow Cover and Moisture Conditioms2015

>
i T
Station g

January
March
April
June
July
August
September
October
November
December

KALQWaterloo)

X

KAMW(Ameg

KBRI(Burlington

KBTABIlair NE

KCIOCedar Rapids

KDBQDubuqué

XX | XXX

KDEHDecorah

KDSMDes Moiney

KDVNDavenpor}

KESTEsthervillg

KFOQOFort Dodge

.

KFSOSioux Falls SD

X | X | X | X]|X

KIOW(lowa City

KLWD(Lamon)

KMCWMason City

KMIW(Marshalltown

KMLI(Moline 1)

X | X | X | X

KOMA(Omaha N

KOTM(Ottumwa)

KSPWSpencey

X

XXX XXX XX XXX X|X|X|>X|>X|x|<|x|x|x| February

i

KSUXCity City

X

Table 8. Snow Cover and Moisture Condition2016

>
; ©
Station g

January
June
September
October
November

KALO (Waterloo)

x | x| February
March
April

x | < | December

KAMW (Ames)

KBRL (Burlington)

KBTA (Blair NE)

KCID (Cedar Rapids)

x

KDBQ (Dubuque)

x

KDEH (Decorah)

KDSM (Des Moines)

KDVN (Davenport)

X

KEST (Estherville)

KFOD (Fort Dodge)

X

XXX X|X|X|X]|X[|X]|X]|X]|X
X | X | X|X|X

X | X | X | X

KFSD (Sioux Falls SC
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Station

January

March

April

May

June

July

August

September

October

November

KIOW (lowa City)

x | December

KLWD (Lamoni)

KMCW (Mason City)

KMIW (Marshalltown)

KMLI (Moline IL)

KOMA (Omaha NE)

g

X

KOTM (Oimwa)

KSPW (Spencer)

KSUX (Sioux City)

XIX[X[X|X|X|X]|X]|X

XX |X|Xx|x|x|x|x|x| February

Table9. Sn

Q

w Cover

and Moistu

re Conditiogs2017

Station

March

April

May

June

July

August

September

October

November

December

KALQWaterloo)

x | February

KAMW(Ames)

KBRI(Burlington)

KBTABIair NE)

KCIOCedar Rapids)

KDBQDubugque)

KDEHDecorah)

KDSMDes Moines)

KDVNDavenport)

KESTEstherville)

KFOQOFort Dodge)

KFSOSioux Falls SD)

KIOW(lowa City)

KLWD(Lamoni)

KMCW(Mason City)

KMIW(Marshalltown)

KMLI(Moline 1)

KOMA(Omaha NE)

KOTM(Ottumwa)

KSPWSpencer)

KSUXSioux City)
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Tablel10. Snow Cover and Moisture Conditioms2018

Station

January
March
April
May
Jure
July
August
September
October
November
December

KALQWaterloo)

X | X

KAMW(Ames)

KBRI(Burlington)

KBTABIair NE)

KCIOCedar Rapids)

KDBQDubugue)

KDEHDecorah)

KDSMDes Moines)

KDVNDavenport)

KESTEstherville)

KFOLOFort Dodge)

XXX | X[ X|X]|X]|X]|X

KFSOSioux Falls SD)

KIOW(lowa City)

KLWD(Lamoni)

KMCWMason City)

KMIW(Marshalltown)

KMLI(Moline IL)

XX | X | X|X

KOMA(Omaha NE)

KOTM(Ottumwa)

KSPWSpencer)

X

><><><><.><>< l><><><l><><><l><><><>< February

KSUXSioux City) X

Tablell. Snow Cover and Moisture Conditioms2019

: ? 2| > g é é é

Station % 3131988 |8

5 <8 2|8
KALQWaterloo) X
KAMW(Ames) X
KBRI(Burlington) X

KBTABIair NE) X ]
KCIOCedar Rapids) | X
KDBQDubuque) X
KDEHDecorah) X
KDSMDes Moines) X
KDVNDavenport) X

KESTEstherville)

KFOLOFort Dodge) X
KFSOSioux FallSD) X
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= e
- g § 2| > g g é é
Station = % 3 =] ? %ﬁ_ o o
- & 2|8
KIOW(lowa City) X
KLWD(Lamoni) X
KMCW(Mason City) X X
KMIW(Marshalltown) | X
KMLI(Moline IL) X
KOMA(Omaha NE) | X !
KOTM(Ottumwa) X
KSPWSpener) X X
KSUXSioux City) X

Land Cover Data

The National Land Cover Dataset fraf16(NLCD92) was chosen for this analysis because the AERSURFACE
preprocessohad been updated to use tH2016 land cover datathe most recent avilable. The land cover data eve
obtained from theMulti-Resolution Land Characteristics Consort{iixin GEOTIFfermat. The classifications included
in this data are summarized kKigurelb.

NLCD Land Cover Classification Legend

I 11 Open Water

[ 112 Perennial Ice/ Snow

[ 121 Developed, Open Space

[ 122 Developed, Low Intensity
B 23 Developed, Medium Intensity
I 24 Developed, High Intensity

[ 131 Barren Land (Rock/Sand/Clay)
I 41 Deciduous Forest

I 42 Evergreen Forest

[ ] 43 Mixed Forest

[ 152 Shrub/Scrub

[ 171 Grassland/Herbaceous

[ |81 Pasture/Hay

[ 82 Cultivated Crops

[ 190 Woody Wetlands

95 Emergent Herbaceous Wetlands

Figurel5. 2016 National Land Cover Dataset Classification Summary

Processing Data in AERSURFACE

The first step irprocessing théand usedata in AERSURFAE dividethe area around each site into one or more
sectors.The sectors we determined by examining the land use surrounding the site in all directions. Sites with little to
no change in land use in any direction were processed using a single sector that encompassed the entire 360 degrees
Otherwise, areas with similar land uaere grouped and the angular direction of each area was determined. For
example, a site witlaresidential area along the eastern half and crops along the western half would be divided into two
sectorswith the boundaries of each & degree and 180 deges. A secondary considerationdefining the sectors/ias

the type ofd 5 S @ S flahd.d8vieréin each sector. Each of the sites is located at an airport. Sectors that encompass
portions of the airpory SSR G2 0SS GNBF GSR RA T TIEndBs¢ dafegories & Qdt dizkir§uist K S
between runways (low surface roughness) ameas with buildingghigh surface roughnes$)ERSURFACE distinguishes
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between these different land uses, but it requires the user to input what type of area each settasrider to account
F2NJ GKAA AdG gl a faz2 ySOSaalNe G2 RSTAYS AT (GKS asSoi:
distinction here is the roughness elements that will be presensome cases the sectors were further refinso that

this distinction could be made and then each sector was labeled as either airport @inpont. AERSURFACE also has
0KS FToAfAGE G2 NBIR YR FLILXe& GKS LISNOSY(d AYLISNIIA 2 dzi
data wee obtained for all sites and were used to supplement the land cover data.

Using the land cover and snow cover data described atEaah site was processelree times (once eacfor & R,&E

Gl SN BYR GoSié adzNF I ThSoutpudicr thdirdiddiial @ehyidrom fhas2 yiréedbuns were

then manually combined into one output file for each site based on the moisture conditions determined for each month
in Tables Z 11. These combined output files were then used in the final stage of AERMET.

Appendix B; AERSURFACE seatorgains the land cover around each of the 21 surface statibmste are foufigures

per station The first fgure (upper left)for each siteshows an aerial photograph along withiecte which depicts the 1

km upwind fetch used by AERSURFACE to calculate the surface roughness. It also shows the sectors (if applicable) th
were used for input into AERSURFACE. Sectors were chosen based on similar land use, impervious data aathcanopy
If the surface station has similar land use, canopy data and impervious data in all directions the figure will show one
sector.The remaining threéigures for each statioare zoomed out to show the 10 km by 10 km domain used by
AERSURFACE to caluthe Bowen Ratio and Albedo for each site. The circle in the middle of each of these is the same
1 km circle depicted in the fir§igure. The secondidiure (upper right)for each statiorshows the land use by category
(seeFigurelb). The third fgure (lower left) shows the percentage of the area covered by impervious material (brighter
reds and purple are higher percentageR)e fourth fgure (lower right)shows the percentage of the area covered by

tree canopy (darker greenseahigher percentages).
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Comparison of Mdel Results

The latest version of AERM@Railableat the time(dated19191) was used to conduct a sensitivity analysis using both
the 20102014and20152019meteorological dataset The goal of this analysis wisdetermine the expected change
in model resuls due to thechange in meteorological yeaasid the change in the methods used to process the dEtiés
sectionsummarizes the results from this sensitivity analysis.

A series of point, volume and area soes were modeled with varying release heights between zero and 65 meters
above groundwith release heights set avery 5 metersTwo types of each source were modeled at each release
height¢ onewith characteristics resulting inone initial dispergon, the other with characteristics resulting liess.The
less dispersgoint sources were modeled with an ambiexthaust temperaturdvaries with and is the same as the
atmospheric temperaturednd horizontallyoriented release, whereas the more disperser sources were modeled
with a bouyant exhaust temperatui@ 100° Cand verticallyoriented releaseThe less disperse volume sources were
modeled with Xmeter horizontal and vertical dimensions, whereas the more disperse volume sources were modeled
with 10-meter horizontal and vertical dimensionEhe less disperse area sources were modeled with no initial vertical
dimension, whereas the more disperse area sources were modeled withveetd initial vertical dimensiorilhis

variety of sources were motkd for 1-hour, 3hour, 8hour, 24hour, and annual averaging periods using both sets of
meteorological data.

Theconcentrations predictedising the new meteorological dateere then divided by theconcentrations predicted

using the old meteorological dato determine the ratio of the difference in concentration caused by the chadRggos
greater than 1.0 indicate an expected increaseoncentrationwhile ratios less than 1.0 indicate an expected decrease.
No changes are expected if the ratio equhl.

In the interest oftonsistencyand in an effort to retain data that would be helpful in explaining any potehtades or
patterns in the dataall combinations of source types, release heights and averaging periods were medeled
though severabf those combinations have little or no reabrld relevance:

9 Point sources are generally used to represent smokestacks or vents, and normally do not exhaust at ground
level.

9 Area sources are most commonly used to represent storage piles or other moandegbased sources, and are
almost never applied to sources released higher than ten meters above the ground.

1 Volume sources are most commonly used to represent sources of enssisaimave already been dispersed to
some degree beforbeing released it the generahtmospheic flow, such agmissions fronhaul roads or
emissions vented into a building that seep out various mimthe structure.These types of sources are
generally released within 20 meters of the ground.

1 Both area and volume sourcase almost always used to represent particulate emissions, to which only the 24
hour and annual averaging periods are important (with respect tactireent NAAQS).

The data presented in this summary were filterecetalude all such nerealistic data irorder to provide a more real
world depiction of the expected change in model resultsletailed comparison that includes all possible combinations
of source types, release heights and averaging periods can be foduppbandixC¢ Comparison of Model Results by
Location

On average the model results are predictedierreaseslightlyfor all averaging periods modeletttour, 3-hour, 8-
hour, 24hour, andannual) (Figurel6).
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Figurel6. Average Ratio of New / Old Mod&esults by Averaging Period

The expected change in model results also varies by release heightgl7). On average the model results are
expected to increase for grourdvel releasesrad decrease for all other release height

Figurel7. Average Ratio of New / Old Model Results by Release Height

All results depicted up to this point are averages of all maximum concentrations regardless of sourges typ#tiple
types of sources were modeled, italso worthwhile to analyze the expected change in results based on source type.
Figuredrigurel8-Figure23 depict the expected change in model concentration by averaging period for the various
combinations of source pes and characteristics (averaged acrosalicablerelease heights Figuresrigure24-
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